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Abstract:

The persistence of SMS spam remains a significant challenge, highlighting the need for research aimed at developing systems capable of
effectively handling the evasive strategies used by spammers. Such research efforts are important for safeguarding the general public from the
detrimental impact of SMS spam. In this study, we aim to highlight the challenges encountered in the current landscape of SMS spam detection
and filtering. To address these challenges, we present a new SMS dataset comprising more than 68K SMS messages with 61% legitimate (ham)
SMS and 39% spam messages. Notably, this dataset, we release for further research, represents the largest publicly available SMS spam dataset
to date. To characterize the dataset, we perform a longitudinal analysis of spam evolution. We then extract semantic and syntactic features to
evaluate and compare the performance of well-known machine learning based SMS spam detection methods, ranging from shallow machine
learning approaches to advanced deep neural networks. We investigate the robustness of existing SMS spam detection models and popular anti-
spam services against spammers’ evasion techniques. Our findings reveal that the majority of shallow machine learning based techniques and
anti-spam services exhibit inadequate performance when it comes to accurately classifying SMS spam messages. We observe that all of the
machine learning approaches and anti-spam services are susceptible to various evasive strategies employed by spammers. To address the
identified limitations, our study advocates for researchers to delve into these areas to advance the field of SMS spam detection and anti-spam
services.

Keywords: Anti-spam services, evasive techniques, machine learning robustness analysis, SMS spam detection, spam dataset, SMS spam
evolution.

1.INTRODUCTION

The rise of SMS spam poses not only financial risks but also threatens user trust in communication systems, making it a critical issue that
demands immediate attention. As mobile phones are integral to daily life, the widespread nature of SMS spam affects individuals, businesses,
and even governments. The deceptive tactics employed by scammers—ranging from phishing attempts, fraudulent offers, to impersonating
trusted entities—have become increasingly sophisticated, making detection more difficult. The global nature of this problem, as evidenced by
growing reports across multiple across countries, highlights the challenge of combating SMS spam in a rapidly evolving digital
landscape.Despite advancements in detection techniques, spammers continually adapt, using methods such as number spoofing and automated
systems to send out massive volumes of spam messages. The growing financial toll and the rapid evolution of scam tactics make it clear that
SMS spam will continue to be a significant challenge.These tactics exploit vulnerabilities in telecommunication networks and often bypass
existing security profound, with many victims losing large sums of money or compromising sensitive personal information. Moreover, the
prevalence of SMS spam is not just a consumer issue; it also places a heavy burden on service providers, who must allocate significant resources
to block and filter unwanted messages. Regulatory bodies in various countries, such as the ACCC in Australia and the Federal Trade Commission
(FTC) in the US, have implemented strict rules and penalties, but enforcement alone has proven insufficient in curbing the threat. This
underscores the need for a more holistic approach—one that includes technological innovation, international cooperation, and public awareness
campaigns to reduce the impact of SMS spam.The growing financial toll and the rapid evolution of scam tactics make it clear that SMS spam
will continue to be a significant challenge. Therefore, ongoing research and the development of more advanced machine learning models and
detection systems are crucial. These efforts will help build more resilient defenses and ensure the safety of mobile communication networks in
the face of this persistent and costly issue. In this work, we identify main challenges in SMS spam.The Availability of Data A major challenge
in building SMS spam detection models is the scarcity of large, real-world, annotated datasets. Prior studies often rely on outdated and highly
imbalanced datasets with only a few hundred spam messages. Lack of Benchmarks Datasets: Various methods have been proposed for SMS
Spam detection however, the absence of standardised benchmark dataset for comprehensive comparisons has let to fragmented research in this
SMS spam detection area.
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2. LITERATURE SURVEY

The Investigating and Prosecuting Nigerian Fraud article by Buchanan and Grant discusses the various types of fraud schemes originating from
Nigeria, with a particular focus on the infamous "419" advance-fee scam.It outlines the efforts of the Nigerian Crime Initiative (NCI) in
combating these fraudulent activities and provides examples of successful prosecutions. The paper highlights challenges faced in prosecuting
these cases, such as the need for international cooperation and collaboration between agencies, which are crucial in overcoming the complexities
of transnational fraud. A critical point addressed is the need for international cooperation in combating such crimes, as fraud schemes often cross
borders, making prosecution complicated. The challenges of interagency collaboration are explored, including differing legal frameworks,
language barriers, and the complexities of gathering and sharing evidence across jurisdictions. By presenting successful case studies, the authors
highlight the strides made in prosecuting fraudsters but also emphasize the ongoing need for more robust international frameworks and
mechanisms for cross-border cooperation to effectively combat these frauds.The An Evaluation of Statistical Spam Filtering Techniques article
by Zhang, Zhu, and Yao evaluate different statistical techniques used for filtering spam, emphasizing machine learning methods to effectively
distinguish between spam and legitimate messages. The study particularly highlights the performance of classifiers like Naive Bayes and Support
Vector Machines (SVM), providing valuable insights into their accuracy and efficiency in various contexts. The paper serves as an in-depth
analysis of how these statistical methods perform under different environments, aiding in the development of more effective spam filtering
technologies.The paper examines the strengths and limitations of these classifiers. Naive Bayes, for instance, is known for its simplicity and
efficiency, but it may not always provide the best performance in the face of highly sophisticated spam tactics. On the other hand, SVMs, which
are more computationally intensive, offer better accuracy in many cases, especially when the data is high-dimensional. This evaluation highlights
the need for continuous improvement in spam filtering algorithms to keep up with increasingly sophisticated spam techniques, and provides a
foundation for further research into combining multiple methods to enhance detection accuracy.

The On Attacking Statistical Spam Filters article by Wittel and Wu explore the vulnerabilities inherent in statistical spam filters, particularly
how attackers can exploit these weaknesses, such as through the poisoning of training data. The authors evaluate the resilience of these filters
when subjected to such attacks and contribute to a deeper understanding of how adversarial spam evolves. This research underscores the
importance of enhancing spam filters' robustness against evolving and increasingly sophisticated spam techniques. The authors explore how
these attacks can undermine the resilience of spam filters and emphasize the need for developing more robust systems capable of handling
adversarial manipulations. Their research highlights an ongoing arms race between spam filter developers and spammers, where both sides
continually adapt to outsmart each other. The paper provides recommendations for enhancing filter security, such as incorporating dynamic
learning techniques and adversarial training to make spam filters more resilient to manipulation.

The Contributions to the Study of SMS Spam Filtering: New Collection and Results article by Almeida, Hidalgo, and Yamakami introduce a
new SMS spam dataset and benchmark several spam filtering algorithms, including Naive Bayes, SVM, and decision trees. The authors
emphasize the rising need for effective mobile spam control due to the growing prevalence of SMS spam. The paper also discusses how machine
learning techniques can be applied to improve SMS spam detection, providing insights into the challenges and opportunities for enhancing
filtering accuracy on mobile platforms. The authors also explore the growing need for effective spam control on mobile platforms. As mobile
devices become integral to personal communication and commerce, SMS spam poses a major threat to users’ privacy and security. The paper
discusses how machine learning can be leveraged to improve spam detection rates on mobile devices, making it easier for users to identify and
block unwanted messages. By benchmarking different algorithms on this new dataset, the study provides a valuable resource for future
developments in SMS spam filtering.

The Towards SMS Spam Filtering: Results Under a New Dataset article by Building on previous research, Almeida, Hidalgo, and Silva focus
on improving SMS spam filters using a new dataset. The paper examines the practical aspects of deploying these filters, with a particular
emphasis on increasing detection rates while minimizing false positives. It provides a detailed exploration of the methods and techniques that
can be used to enhance the performance of SMS spam filtering systems, making them more efficient and reliable for real-world applications.
The paper discusses several methods for improving the efficiency of SMS spam detection systems. One approach is to enhance the feature
extraction process, which involves identifying key patterns in SMS content that are indicative of spam. The authors also explore how algorithms
can be fine-tuned to adapt to the evolving nature of SMS spam. Through this research, the paper provides a roadmap for developing more reliable
and user-friendly SMS spam filtering solutions, which is essential for ensuring the continued success of mobile communication systems.

The Comparative Study of Spam SMS Detection Using Machine Learning Classifiers by Gupta, Bakliwal, Agarwal, and Mehndiratta present a
comparative study of various machine learning classifiers, such as Decision Trees, Random Forest, and SVM, for detecting SMS spam. The
paper evaluates the performance of these classifiers across different datasets, highlighting key factors that affect their detection accuracy. It
provides valuable insights into which classifiers are most effective in detecting spam and how different approaches can be optimized for better
performance in SMS spam detection systems.

3. PROPOSED METHODOLOGY

The proposed system introduces several key improvements over existing SMS spam filtering methods, addressing many of the limitations found
in current approaches. Robust detection is at the core of this system, as it leverages deep learning techniques combined with a comprehensive
feature extraction process to improve the identification and classification of spam messages. By utilizing more sophisticated models that go
beyond simple keyword matching, the system is capable of capturing complex patterns and behaviour exhibited by spam, leading to more
accurate detection.A major strength of this system is its reliance on up-to-date data, the proposed system will continuously integrate a large and
diverse dataset that reflects the latest spam trends. This will ensure the system can identify and respond to new types of spam as they emerge,
significantly improving its adaptability and performance in dynamic environments. Staying ahead of evolving spam tactics is essential for
maintaining high detection rates and minimizing false negatives.
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Figure 1: Proposed System Architecture.

The system is also designed to effectively counter advanced evasion detection techniques used by spammers. By incorporating evasion-aware
strategies, the model will be equipped to detect and handle sophisticated spam methods such as character manipulation, paraphrasing, and the
use of URL shorteners. These advanced techniques have proven to be effective in bypassing traditional filters, but the proposed system’s deep
learning algorithms will be trained to recognize such evasive manoeuvres, providing a much-needed layer of resilience.Additionally, the system
will employ a hybrid approach, combining content-based analysis with metadata and network-level insights. This integration of multiple data
sources will enable the system to evaluate both the message content and contextual information, such as sender behaviour, message frequency,
and delivery patterns. By utilizing this multi-dimensional analysis, the system will improve its ability to detect spam while reducing the risk of
misclassifying legitimate messages.

Furthermore, the proposed system will undergo real-world evaluation to ensure its effectiveness in actual deployment environments. Unlike
many models that are limited to lab-based testing, this system will be rigorously tested in real-world scenarios, accounting for diverse messaging
behaviour’s and real-time spam trends. This comprehensive evaluation will help refine the system, ensuring that it can reliably detect and block
spam under real-world conditions without introducing unnecessary friction for users.

Dataset:The foundation of any machine learning system lies in the dataset used for training and evaluation. In the context of spam detection, the
dataset consists of messages that have been labeled as either legitimate or spam. A good dataset will have a diverse range of examples that reflect
the varied types of messages encountered in real-world scenarios. It should include both text-based features (such as the content of the message)
and metadata (such as sender information, time of sending, and frequency of messages). Proper dataset collection is crucial as it ensures that the
model can generalize well to unseen data and can effectively handle various types of spam.

Data Split :Once a dataset has been collected, it is typically divided into three subsets: training, testing, and validation (or hold-out) data. The
training data is used to train the machine learning model, allowing the system to learn patterns and relationships within the data. The testing data
is used to evaluate the model’s performance on previously unseen examples, providing an estimate of how well the model will perform in the
real world. A common split is 70% for training, 15% for testing, and 15% for validation.

Pre-processing :Before feeding the data into a machine learning model, pre-processing is essential to clean and prepare the data. This may
involve steps such as removing irrelevant information (e.g., special characters, stopwords), converting text to lowercase, normalizing text (e.g.,
stemming or lemmatization), and handling missing values. Pre-processing also includes handling outliers or noisy data that could disrupt the
model’s learning process. The goal is to ensure that the data is in a clean and usable format, optimizing the learning process.

Train : The training phase involves using the labeled dataset to train a machine learning model. The algorithm learns from the data by adjusting
its internal parameters to minimize error. During training, the system is exposed to a large number of examples (both spam and legitimate
messages) to help it distinguish between the two. This phase is crucial because the quality of training directly impacts the performance of the
model. If the model is trained on a representative dataset, it is more likely to perform well on unseen data.

Test :Once the model has been trained, it must be evaluated on a separate test dataset to measure its performance. This phase tests the model's
ability to generalize to new, unseen data. Performance metrics like accuracy, precision, recall, and F1 score are often used to evaluate how well
the model is detecting spam while minimizing false positives and false negatives. The test set acts as a proxy for how the model will behave in
real-world applications.

Hold-out : The hold-out set is used to ensure that the model’s performance is evaluated on data that was not used during training. The hold-out
set is typically kept aside during the training process, and once the model is trained and fine-tuned, the hold-out data is used for final evaluation.
This step helps to prevent overfitting, where the model becomes too tailored to the training data and fails to generalize well to new data.

Adbversarial Attacks :Adversarial attacks refer to techniques that attempt to mislead machine learning models by introducing slight perturbations
to the input data. In the case of spam detection, attackers may manipulate the content of a message (e.g., changing characters, rewording, or
using deceptive links) to evade detection by the model. It is important to test the model’s robustness against adversarial attacks, ensuring it
remains accurate and reliable even when faced with intentionally altered spam messages.

Applications :
Mobile Security: SMS spam filters are essential in protecting users from fraudulent schemes such as phishing, scams, and financial fraud.

User Experience: By filtering out spam messages, users are provided with a cleaner and more efficient messaging experience. This improves the
usability of mobile devices and prevents the user interface from becoming cluttered with irrelevant content.
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Prevention of Malware Spread: Spam messages often contain links to malicious websites or attachments that can lead to the installation of
malware.

Advantages :

Adaptability to New Evasion Techniques: Machine learning models, especially those based on deep learning, can continuously evolve as new
techniques for evading spam filters emerge.

High Accuracy and Precision: By analyzing a large volume of SMS data, machine learning models can provide high accuracy in detecting spam
messages.

Real-time Detection: Machine learning models can be trained to filter SMS messages in real-time.

4. EXPERIMENTAL ANALYSIS

) st X |3 Pkt Comtidndty: X ¢ i ey xih = x|
C A 0o e 0Deeg-0

Spanfiterng

B e Mme  Rgee

Investigating
Evasive Techniques

In'SMS Spam
Filtering

Figure 2: Home Page

EED)
e e

Figure3: Registration Page

spamfiltenng

Weae e dne Sigsaso

[,

Admin Login Form

—_

396



Figure 4: Admin Page
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5. CONCLUSION

To highlight the changing characteristics of SMS spam, we introduced and characterized a large new SMS dataset. We used the dataset to
benchmark the performance and robustness of several machine-learning-based models and the anti-spam ecosystem for detecting SMS spam.
The results showed that all of the machine learning based models efficiently identified legitimate SMS messages(ham SMSes). However, only
a few deep learning models and anti-spam text apps performed well in classifying spam messages with a precision score above 90% and 80%,
while the others failed to reach this benchmark. Our analysis of the machine learning model and SMS anti-spam ecosystem highlights the
limitations of current anti-spam developments and potential research directions. We argue that SMS spam continues to pose a significant
challenge, necessitating further research to develop systems capable of effectively addressing the evasion techniques employed by spammers
and safeguarding the general public against SMS spam. serves to underscore the limitations of current anti-spam measures and advocate for
additional research to develop enhanced detection methods.

FEATURE EXTRACTION MODELS

WORD2VEC : It uses a neural network to learn word associations from large corpora and generate a vector representation for words or tokens
and captures semantic similarity between words. Word2Vec creates a vector space with each unique word in the corpus, often with several
hundred dimensions, such that words with similar contexts in the corpus are close to one another in the space. Moreover, the vectors for unknown
words are randomly initialized using a generic normal distribution.

GLOVE : In comparison to Word2Vec that utilises a window to establish local context, GloVe uses data from the whole text corpus to create an
explicit word-context leveraging words’ co-occurrence matrices. Each word in this method is represented by a high-dimensional vector and
trained using the surrounding words throughout a large corpus.

FASTTEXT : It is an extension of Word2Vec with improved efficiency and effectiveness and addresses the out-of-vocabulary issues associated
with Word2Vec feature model. Many other representations of word embeddings ignore the morphology of words by assigning a distinct vector
to each word, which is addressed by fastText.
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ELMO : It is a bidirectional Language Model (biLM) that extracts multi-layered word embeddings. ELMo word vectors address Polysemy,
where a word has several meanings. These word vectors are pre-trained, deep bidirectional language model (biLM) functions. They can be easily
integrated into current models and progress complex NLP tasks like question answering, textual entailment, and sentiment analysis.

BERT : It is a language model with a powerful transformer-based architecture and it’s core principle- attention, that has demonstrated state-of-
the-art performance on different NLP tasks. developed by Google. Generally, language models read the input sequence in one direction: either
left to right or right to left. This kind of one-directional training works well when the aim is to predict or generate the next word. But in order to
have a deeper sense of language context, BERT uses bidirectional training. BERT applies the bidirectional training of Transformer to language
modeling and learns the text representations. BERT generates a language model depending on its context, capturing lexical, semantic and
grammatical features.

MLCLASSIFIERS

PU IMPLEMENTATION There are two primary methods for implementing PU learning. These include PU bagging and a two-step process. The
PU bagging is an ensemble of ensembles; training many ensemble classifiers in parallel. Each ensemble balances the classes according to the
size of the positive class. On the other hand, the two-step method is a more complicated way to learn about PU. It uses ML techniques to change
the labels of data while training and takes longer time to train. Therefore, we decided to opt the PU bagging approach (quicker than normal
ensemble methods) and implemented it with random forest (RF) classifier.

LSTM : Due to the vanishing gradient issue, simple RNNs are incapable of representing longer contextual connections. They have mostly been
supplanted by so-called long short term neural networks (LSTMs), which are similar to RNNs but can capture the lengthier context included in
texts.

BIDIRECTIONAL LSTM (BILSTM) : LSTMs it can only process the unidirectional sequences. Consequently, state-of-the-art techniques
based on LSTMs evolved into so-called bidirectional LSTMs that can read the context left to right as well as right to left.

BIDIRECTIONAL GATED RECURRENT UNIT (BIGRU) : These are a type of bidirectional recurrent neural networks with only the input and
forget gates. It enables the utilisation of knowledge from prior and subsequent time steps to create predictions about the present state.

DISTILBERT : The DistilBERT is a lighter, faster, and more affordable version of BERT. It learns a distilled (approximate) version of BERT
that retains 95% of the performance but uses half the parameters. Specifically, it lacks token-type embeddings, a pooler, and preserves just half
of Google’s BERT’s layers. DistilBERT makes use of a method called distillation to resemble Google’s BERT, i.e. replacing the huge neural
network with a smaller one. Following training a big neural network, the network’s whole output distributions can be approximated using a
smaller network.

ROBUSTLY OPTIMIZED BERT APPROACH (ROBERTA) : It is a retraining of BERT that incorporates an enhanced training process, 1,000%
more data, and significantly more computational capacity. To improve the training approach, ROBERTA omits the Next Sentence Pre diction
(NSP) task from BERT’s pre-training and introduces dynamic masking, in which the masked token fluctuates between training epochs.
Additionally, it was demonstrated that bigger batch sizes were more effective during the training process.

CROSS-LINGUAL LANGUAGE MODEL (XLM) : XLM is an enhanced version of BERT suggested by Facebook Al to deliver state-of-the-
art results in a variety of natural language processing tasks, most notably cross-lingual classification, supervised and unsupervised machine
translation. XLM employs a dual-language training mechanism in conjunction with BERT to acquire knowledge about the relationships between
words in multiple languages. When a pre-trained model is used to initialize the translation model, the model out performs other models in a
cross-lingual classification problem and considerably improves machine translation.

To highlight the changing characteristics of SMS spam, we introduced and characterized a large new SMS dataset. We used the dataset to
benchmark the performance and robustness of several machine-learning-based models and the anti-spam ecosystem for detecting SMS spam.
The results showed that all of the machine learning based models efficiently identified legitimate SMS messages(hams Mses). However, only a
few deep learning models and anti-spam text apps performed well in classifying spam messages with a precision score above 90% and 80%,
while the others failed to reach this benchmark. Our analysis of the machine learning model and SMS anti-spam ecosystem highlights the
limitations of current anti-spam developments and potential research directions. We argue that SMS spam continues to pose a significant
challenge, necessitating further research to develop systems capable of effectively addressing the evasion techniques employed by spammers
and safeguarding the general public against SMS spam.Our dataset, available at https://github.com/smspamresearch/spstudy, and analysis serves
to underscore the limitations of current anti-spam measures and advocate for additional research to develop enhanced detection methods.

Additionally, the integration of real-time feedback from users, the incorporation of adversarial training, and continual retraining of models will
be crucial in maintaining the effectiveness of SMS spam filtering systems. Ultimately, the goal should not just be to create models that can detect
spam, but to develop systems that can anticipate and adapt to new techniques as they emerge, providing users with a continuously improving
defense against spam messages.

In conclusion, this study provides valuable insights into the ongoing challenge of SMS spam detection. While machine learning has proven to
be a powerful tool in combating spam, the race between spammers and spam filters is far from over. As evasive techniques continue to evolve,
machine learning models must adapt, improve, and remain for

even more robust and effective SMS spam detection systems, but it will require a concerted effort to stay one step ahead of those who seek to
evade detection.
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