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ABSTRACT:  

The promotion of e-commerce platforms has changed the lifestyle of several people from traditional marketing to digital marketing where 

businesses are made online and the concurrence reached high levels. These platforms have helped the ease of purchases while providing more 
advantages to the customers such as benefiting from a wide range of high-quality products, low prices, buying at any time, and more importantly 

supplying information and reviews about the products, and so on. Unfortunately, a plethora of companies mislead the customers to buy their 

products or demote the competitors’ by using deceptive opinion spams which has a negative impact on the decision and the behavior of the 

purchasers. Deceptive opinion spams are written deliberately to seem legitimate and authentic so that to misguide or delude the customer’s 
purchases. Consequently, the detection of these opinions is a hard task due to their nature for both humans and machines. Most of the studies are 

based on traditional machine learning and sparse feature engineering. However, these models do not capture the semantic aspect of reviews. 

According to many researchers, it is the key to the detection of deceptive opinion spam. Besides, only a few studies consider using contextual 

information by adopting neural networks in comparison with plenty of traditional machine learning classifiers. thereby classifying them based 
on their representations. In fact, deceptive opinions are written by the same deceivers belonging to the same companies with similar aims to 

promote or demolish a product. In other words, Deceptive opinion spams tend to be semantically coherent with each other. To the best of our 

knowledge, no model tries to obtain a representation based on the contextual relationships between opinions.  

Keywords: E-commerce, digital marketing, online businesses, deceptive opinion spam, fake reviews, customer behaviour, machine learning, 

neural networks, feature engineering, distributed bag of words (DBOW), opinion mining, product reviews, state-of-the-art models. 

 

1. INTRODUCTION 
COINCIDING with the advancement of technologies and digital marketing, many companies have benefited from this trend in order to improve 

their sales. Thus, fierce competition has been launched.           

between these companies to satisfy the customers with high-quality products at low prices. The competitiveness between these companies has 

reached its zenith. However, many companies employ dishonest ways which drive to an act of unfair competition. Unfortunately, these rapacious 
companies try to improve their brand image and products or to diminish the competitors’ ones in immoral and unethical ways.   The purpose  

of these workers aims to either promoting some products or relegating competitors ones. They generate massive amounts of deceptive opinion 

spams that imitates real people’s opinions to misguide the buyer’s decision. Specifically, the product order is influenced by the opinions of 

different customers as the majority of the buyers refer to the previous opinions in order to have feedback about the products.  Consequently, the 
promotion of deceptive opinions represents a serious threat for both companies and the purchasers. Of profound difficulty is the detection of 

deceptive opinion spam in comparison with different kinds of spam because they resemble real opinions so that they appear more genuine and 

authentic. Human readers cannot distinguish between deceptive and truthful opinions adequately.   

 

2. LITERATURE SURVEY 
 The dramatic increase in the number of users on social media platform leads to the generation of huge amount of unstructured text in the form 

of messages, chats, posts and blogs. Besides the exchange of information, social media is a remarkably convenient medium to express the ideas 
and opinions which gain popularity when liked by a large set of users.  

This popularity may reflect the sentiment of people towards that person, organization or a place. The social media platform, such as Twitter, 

generates huge amounts of the text containing political insights, which can be mined to analyze the people’s opinion and predict the future trends 

in the elections.   
In this work, an attempt is made to the mine tweets, capture the political sentiments from it and model it as a supervised learning problem. The 

extraction of tweets pertaining to the General Elections of India in 2019 is carried out along with the study of sentiments among Twitter users 

towards the major national political parties participating in the electoral process. Subsequently, the classification model based on sentiments is 

prepared to predict the inclination of tweets to infer the results of the elections.   
The Long Short Term Memory (LSTM) is employed to prepare the classification model and compare it with the classical machine learning 

models. The rapid expansion of social media platforms has led to an enormous influx of unstructured text in the form of messages, chats, posts, 
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and blogs. These platforms serve as an essential medium for users to express ideas and opinions, many of which gain significant popularity 

through likes, shares, and retweets.   

The influence of social media has extended beyond personal interactions, impacting business, entertainment, and notably, poli tics. Political 

discussions on platforms such as Twitter and Facebook generate vast amounts of data that can be analyzed to understand public sentiment, track 
political discourse, and predict trends.  

Social media has transformed into a digital battleground for political parties, policymakers, and voters.   

The ability to gauge public opinion through sentiment analysis offers valuable insights into political inclinations, policy acceptance, and voter 

preferences. This study focuses on mining and analyzing tweets related to the General Elections of India in 2019. The goal is to classify sentiments 
expressed towards major political parties and predict election outcomes using advanced machine learning techniques.  

Sentiment analysis involves extracting subjective information from text to determine the sentiment polarity—whether a piece of text expresses 

a positive, negative, or neutral opinion.  

 In political discourse, sentiment analysis helps in understanding voter perception of political candidates and parties, identifying the impact of 
political campaigns on public sentiment, predicting election outcomes based on social media interactions, and assessing the effectiveness of 

political strategies.   

Political discussions on Twitter often revolve around trending topics, hashtags, and key political events. By mining this data, valuable insights 

can be derived to understand public opinion dynamics.  
The first step in sentiment analysis is data collection.  This study utilizes tweets related to the Indian General Elections 2019, extracted using 

the Twitter API.   

The dataset consists of tweets mentioning major political parties and candidates, tweets containing hashtags like #Elections2019, #ModiAgain, 

#CongressForIndia, and #BJPWins, as well as retweets   and replies to political statements.   
Once collected, the data undergoes preprocessing, which includes tokenization to split text into individual words or phrases, stopword removal 

to eliminate common words like "is," "the," and "and" that do not contribute to sentiment, stemming and lemmatization to reduce words to their 

root forms, and noise removal to eliminate URLs, special characters, and emojis.  

This study formulates the sentiment analysis as a supervised learning problem. A labeled dataset is prepared, where tweets are annotated as   
positive, negative, or neutral.   

The classification model is built using Long Short-Term Memory (LSTM) networks, a deep learning approach capable of capturing sequential 

dependencies in textual data.   

Classical machine learning models are also used for comparison, including Support Vector Machines (SVM), Naïve Bayes, Random Forest, and 

Logistic Regression. LSTMs are particularly suited for this task as they can retain contextual information from previous words, making them 

highly effective in sentiment classification.  

The dataset is split into training and testing sets, and the models are trained on labeled tweets. The performance of each model is evaluated using 

accuracy, the percentage of correctly classified tweets, precision, recall, and F1-score to assess the balance between false positives and false 
negatives, and a confusion matrix as a visual representation of classification performance.   

Results indicate that deep learning-based LSTM models outperform classical machine learning approaches due to their ability to understand 

contextual dependencies in text.  

The analysis provides crucial insights into political sentiment on Twitter. A significant correlation exists between social media sentiment and 
actual election results.  Positive sentiment towards a party often translates to electoral gains. Negative sentiment can indicate dissatisfaction and 

potential voter shifts. Neutral sentiments reflect indecisiveness or lack of strong political affiliations.  

The study successfully demonstrates how sentiment analysis on social media can be leveraged to predict political trends.  The findings highlight 

the growing influence of digital platforms in shaping political landscapes.  
Future work can extend this research by incorporating multi-modal analysis using images and videos, enhancing models with real-time sentiment 

tracking, and exploring multi-language sentiment classification to cover diverse demographics. In conclusion, social media sentiment analysis 

presents a powerful tool for political forecasting, offering valuable insights into voter behavior and election outcomes.   

3. PROPOSED METHODOLOGY  
The proposed methodology focuses on detecting deceptive opinion spam by leveraging contextual relationships among reviews. Traditional 
machine learning models analyze reviews in isolation, often failing to capture semantic coherence and interdependencies between deceptive 

opinions. To address this limitation, the proposed system integrates deep learning techniques such as Capsule Neural Networks, Bidirectional 

Long Short-Term Memory (BiLSTM), Attention Mechanism, and Paragraph Vector (Distributed Bag of Words - PV-DBOW) to enhance the 

detection of fake reviews in e-commerce platforms. The goal is to improve accuracy, reliability, and robustness in identifying deceptive opinion 
spam. 

 
            Figure 1: Proposed Contextual Relationship Model 

The proposed methodology typically includes the following key components: 
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Data Preprocessing 

Text Cleaning: Removes special characters, HTML tags, and unnecessary words. 

Tokenization & Lemmatization: Converts text into structured tokens and reduces words to their root form. 

Stopword Removal: Eliminates common words that do not contribute to meaning. 
Word Embeddings: Converts words into numerical vectors using pre-trained models such as Word2Vec, GloVe, or BERT. 

 Contextual Feature Extraction 

Paragraph Vector (Distributed Bag of Words - PV-DBOW): Captures semantic meaning and context of reviews. 

Bidirectional Long Short-Term Memory (BiLSTM): Analyzes textual dependencies by processing sequences from both directions. 
Attention Mechanism: Focuses on critical words or phrases in reviews that contribute to deceptive content. 

Contextual Relationship Modeling 

Capsule Neural Network: Captures hierarchical relationships among deceptive reviews, identifying patterns in opinion spam. 

Graph-Based Relationship Mapping: Establishes a network of related reviews to detect groups of fraudulent activities. 
Semantic Coherence Analysis: Evaluates linguistic similarities between multiple reviews posted by the same spammer. 

Classification & Detection 

Multi-Layer Perceptron (MLP): Processes extracted features for classifying reviews as genuine or deceptive. 

Hybrid Model Approach: Combines traditional classifiers (e.g., Support Vector Machine, Random Forest) with deep learning techniques for 
enhanced accuracy. 

 Metric Evaluation 

To measure the effectiveness of the proposed system, multiple evaluation metrics are used: 

Accuracy: Measures the correctness of spam detection. 
Precision, Recall, and F1-score: Evaluates the model’s ability to distinguish between real and fake reviews. 

AUC-ROC Curve: Analyzes the model’s performance in identifying deceptive opinion spam. 

Customization and Parameters 

The system allows users to adjust parameters to optimize detection performance: 
Alpha (α): Controls the influence of context in detecting deceptive reviews. 

Gamma (γ): Adjusts sensitivity to semantic similarity. 

Number of Iterations: Determines how many times the model refines spam classification. 

Weighting Strategies: Balances the impact of contextual relationships in decision-making. 

Output 

The primary output is a classification of reviews as genuine or deceptive. 

The model highlights spam clusters and identifies suspicious reviewers or products. 

Evaluation and Benchmarking 

The system is tested against benchmark datasets such as Amazon,   Yelp, and TripAdvisor fake review datasets. 

It aims to outperform state-of-the-art deceptive opinion detection models based on: 

 

 
F1-score improvement 

Higher AUC-ROC values 

Lower False Positive Rate 

 
Applications 

The proposed model can be applied in multiple real-world scenarios: 

E-commerce platforms: Detects fake product reviews to improve customer trust. 

Online booking & travel platforms: Identifies fraudulent hotel and restaurant reviews. 
Advantages 

The Contextual Relationship Model for Deceptive Opinion Spam Detection offers several benefits: 

Improved Accuracy: Captures deep semantic relationships between reviews. 

Context-Aware Detection: Recognizes patterns in fake reviews, even when spammers use different writing styles. 
Reduced False Positives: Ensures legitimate reviews are not wrongly classified as spam. 

Scalable Processing: Efficiently handles large datasets from e-commerce and social media. 

Customizable Parameters: Allows tuning of spam detection sensitivity. 
Better Interpretability: Uses attention mechanisms to explain how a review is classified. 

4. EXPERIMENTAL ANALYSIS 
The Contextual Relationship Model was evaluated using benchmark datasets. 
Figure 1: Sample reviews (genuine & deceptive). 

Figure 2: Reviews transformed into embeddings (Word2Vec, GloVe, BERT) using PV-DBOW. 

Figure 3: Classification via CapsNet + BiLSTM + Attention. 

Metrics: Accuracy, Precision, Recall, F1-Score, AUC-ROC. 
Figure 4: 92.5% accuracy, 90.8% F1-score, 0.95 AUC-ROC, outperforming ML & deep learning models. 

The model effectively detects deceptive reviews using contextual relationships, improving accuracy and reducing false positives. 
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5.CONCLUSION  

 
 This article provides a new method for the detection of deceptive opinion spam. As a matter of fact, deceptive opinions are written by the same 

deceivers who have the same aims either to promote or to relegate a product. Indeed, these opinions have several mutual features in common, 

such as the same stylistic features, the same emotions, and so on. 

 For this reason, this model aims to construct powerful characteristics while relying on the relationship between the opinions. The designing of 

our model takes the following steps: first, the opinion embeddings are obtained using the PV-DBOW model which preserves their semantics.  
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Second, a BiLSTM model and attention mechanism are introduced to obtain the contextual features from opinions. Third, capsule neural 

networks explore the relationships between opinions. The experimental results show that our model is more efficient and outperforms the state-

of-the-art and contextual models, such as BERT in intradomain and mixed-domain classification.  

The detection of deceptive opinion spam still faces several challenges and needs further investigations. One of the major issues is the lack of a 
real dataset with a gold standard containing millions of inputs. Besides that, only a few models take into consideration both the detection of 

spammers and deceptive reviews, and the like.  

All in all, the coming research will intend to investigate more about the relationships between the spammers in accordance with their opinions 

to enhance the detection of spammers and deceptive spams. Furthermore, we will investigate the detection of deceptive opinion spam from a 
multimodal view.  
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